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ABSTRACT

In various fields of engineering and applied sciences, processes can only be controlled up to a par-
ticular degree of uncertainty, be it in structural element conception [6] or in material microstruc-
ture design [5]. The design of such system using rigorous optimization tools in the presence of
uncertainty poses significant computational difficulties as several solutions of the forward prob-
lem are needed to evaluate the objective function and/or its gradient. Forward solver evaluations
of typical physical or engineering problems, e.g. a finite element analysis, may take up several
CPU-hours. Hence, the problem of stochastic optimization quickly becomes infeasible.
This paper explores strategies that utilize multi-fidelity solvers in order to enable efficient and
accurate solutions to model-based, stochastic optimization problems. To that end, we advocate
probabilistic surrogate models [3, 1] which are trained on a relatively small number of forward
solver solutions. Unavoidably this introduces a significant component of predictive uncertainty
that should be accounted for in the formulation of the optimization problem. This leads not just
to point estimates of the optima, but also confidence metrics that can in turn be used for adaptive
enrichment of the training dataset. We discuss challenges related to high-dimensional problems
both in terms of the random and design variables and statistical learning tools that can discover
low-dimensional salient features. We finally present advanced Monte Carlo strategies [2] as well
as efficient optimization algorithms tailored to noisy estimates of gradients [7, 4].
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