ADAPTIVE BEM-BASED FEM ON POLYGONAL MESHES FROM VIRTUAL ELEMENT METHODS

S. Weißer

Saarland University
Campus building E1.1, 66041 Saarbrücken, Germany
weisser@num.uni-sb.de

Keywords: BEM-based FEM, polygonal meshes, residual based error estimate, adaptivity

Abstract. Polygonal meshes are especially suited for the discretization of boundary value problems in adaptive mesh refinement strategies. Such meshes are very flexible and incorporate hanging nodes naturally. But only a few approaches are available that handle polygonal discretizations in this context. The BEM-based Finite Element Method (FEM) and a residual based error estimate are reviewed in the presentation. This a posteriori error estimate is reliable and efficient on polygonal meshes and can be applied in adaptive FEM strategies. Furthermore, the BEM-based FEM is applicable on such general meshes and gains its flexibility by implicitly defined trial functions. They are given as solutions of local Dirichlet problems related to the global differential operator. These local problems are treated by means of Boundary Element Methods (BEM) in the realization. In the numerical experiments the test problems of the recent publication on adaptive Virtual Element Methods by L. Beirão da Veiga and G. Manzini [ESAIM Math. Model. Numer. Anal., 49(2):577–599, 2015] are considered in an adaptive BEM-based FEM simulation. The experiments show optimal rates of convergence for uniform and adaptive mesh refinement, where the latter one yields, in particular, very local mesh adaptation.
1 Introduction

Polygonal and polyhedral meshes have attracted a lot of interest in the discretization of boundary value problems during the last few years. Especially in adaptive mesh refinement strategies such meshes are attractive, since they are very flexible and handle hanging nodes naturally. New methods have been developed and conventional approaches were mathematically revised to handle these general meshes. The most prominent representatives for the new approaches are the Virtual Element Method (VEM) \[2\] and the Weak Galerkin Method \[17\]. Strategies like discontinuous Galerkin \[7\] and the mimetic discretization techniques \[3\] are also considered on polygonal and polyhedral meshes. Additionally, there are the so called BEM-based Finite Element Methods (FEM) which have their roots in the boundary element domain decomposition approaches \[6\]. These methods make use of implicitly defined trial functions that are locally the solution of boundary value problems treated in the numerical realization by means of Boundary Element Methods (BEM).

The BEM-based FEM has been studied for high order approximations \[13, 20\], mixed formulations \[9\], convection-adapted trial functions \[10\], time dependent problems \[21\] and on general polyhedral meshes \[14\]. Additionally, the BEM-based FEM has shown its flexibility and applicability on adaptively refined polygonal meshes \[18, 22, 23\]. Especially adaptivity is an interesting topic in this context, but, there are only a few references to adaptive strategies and a posteriori error control on polygonal meshes. A posteriori error estimates for the discontinuous Galerkin method are given in \[11\]. To the best of our knowledge there is only one publication for the Virtual Element Method \[4\] and one for the Weak Galerkin Method \[5\]. The first mentioned publication deals with a residual a posteriori error estimate for a \(C^1\)-conforming approximation space, and the second one is limited to simplicial meshes. For the mimetic discretization technique there are also only few references which are limited to low order methods, see the recent work \[1\].

The aim of this publication is to review the findings for the adaptive BEM-based FEM and to present computational results obtained by the considered approach for the test problems studied in \[4\] for the Virtual Element Method. Beside of the high flexibility of the polygonal meshes, the numerical experiments show optimal rates of convergence on very locally adapted meshes. This is possible since no additional refinement in the neighbourhood of marked elements is necessary to keep the meshes admissible.

In Section 2 we give a model problem and discuss the preliminaries for the BEM-based FEM. The discretization is reviewed in Section 3, and in Section 4 the reliability as well as the efficiency of the residual based error estimate on polygonal meshes is stated. Section 5 describes the adaptive BEM-based FEM strategy and presents several numerical experiments. Finally, we give a conclusion in Section 6.

2 Preliminaries

Let \( \Omega \subset \mathbb{R}^2 \) be a connected, bounded, polygonal domain with unit outer normal field \( n_\Omega \). Furthermore, denote by \( \Gamma = \Gamma_D \cup \Gamma_N \) the boundary of \( \Omega \), where \( \Gamma_D \cap \Gamma_N = \emptyset \) and \( |\Gamma_D| > 0 \). We consider the diffusion equation with mixed boundary conditions

\[-\text{div}(a \nabla u) = f \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{on} \quad \Gamma_D, \quad a \nabla u \cdot n_\Omega = g_N \quad \text{on} \quad \Gamma_N, \quad (1)\]

where, for simplicity, we restrict ourselves to piecewise constant and scalar valued diffusion \( a \in L_\infty(\Omega) \) with \( 0 < a_{\min} \leq a \leq a_{\max} \) almost everywhere in \( \Omega \). The usual notation for Sobolev spaces and their norms is used.
The well known variational formulation of problem (1) reads

\[
\text{Find } u \in H^1_D(\Omega) : \ b(u, v) = (f, v)_{L^2(\Omega)} + (g_N, v)_{L^2(\Gamma_N)} \quad \forall v \in H^1_D(\Omega),
\]

(2)
for \( g_N \in L^2(\Gamma_N) \) and \( f \in L^2(\Omega) \), where

\[
b(u, v) = (a \nabla u, \nabla v)_{L^2(\Omega)}
\]
is bounded and coercive on

\[H^1_D(\Omega) = \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D \}.
\]

We decompose the domain \( \Omega \) into a family of meshes \( \mathcal{K}_h \) containing non-overlapping, polygonal elements \( K \in \mathcal{K}_h \) such that

\[
\overline{\Omega} = \bigcup \{ x \in K \mid K \in \mathcal{K}_h \}.
\]
The mesh is called regular if all elements \( K \in \mathcal{K}_h \) are star-shaped with respect to a circle of radius \( \rho_K \) such that the ratio of the element diameter \( h_K \) and \( \rho_K \) is uniformly bounded, i.e. \( h_K/\rho_K < \sigma_K \), and if the element diameter can be uniformly bounded by a constant times the smallest length of its edges, i.e. \( h_K < c_K h_E \) for \( E \in \mathcal{E}(K) \). Here, \( \mathcal{E}(K) \) denotes the set of edges of \( K \). Furthermore, we denote by \( \mathcal{N}_h \) and \( \mathcal{E}_h \) the sets of all nodes and edges in the mesh. \( \mathcal{E}_h \) is decomposed into the sets of edges which are in the interior of \( \Omega \), on the Dirichlet boundary \( \Gamma_D \) and on the Neumann boundary \( \Gamma_N \), we write \( \mathcal{E}_h = \mathcal{E}_{h,\Omega} \cup \mathcal{E}_{h,D} \cup \mathcal{E}_{h,N} \). Additionally, we assume without loss of generality that \( h_K < 1, K \in \mathcal{K}_h \). This is always achievable by scaling the domain.

Finally, the conforming approximation space \( V_h^k \subset H^1_D(\Omega) \) of order \( k \) with

\[
V_h^k = \{ v \in H^1_D(\Omega) : \Delta v|_K \in \mathcal{P}^{k-2}(K), K \in \mathcal{K}_h \text{ and } v|_E \in \mathcal{P}^k(E), E \in \mathcal{E}_h \}
\]
is introduced. Here \( \mathcal{P}^p(\cdot) \) denotes the space of polynomials of degree smaller or equal \( p \) over the elements and edges, respectively. In the case of the diffusion equation, which is studied here, the approximation space \( V_h^k \) for the BEM-based FEM is the same as for the Virtual Element Method. But, in contrast to the Virtual Element Method, the BEM-based FEM makes use of an explicit basis of \( V_h^k \).

3 BEM-based FEM

The discrete space \( V_h^k \) is constructed by prescribing its basis functions that are subdivided into nodal, edge and element basis functions. Each of them is locally (element-wise) the unique solution of a boundary value problem. We give a brief review of the approach in [20], more details concerning the implementation can also be found in [13].

For each node we define the function \( \psi_z, z \in \mathcal{N}_h \) such that

\[
-\Delta \psi_z = 0 \quad \text{in } K \quad \text{for all } K \in \mathcal{K}_h,
\]

\[
\psi_z(x) = \begin{cases} 
1 & \text{for } x = z, \\
0 & \text{for } x \in \mathcal{N}_h \setminus \{z\}, 
\end{cases}
\]

\( \psi_z \) is linear on each edge of the mesh.
For $E \in \mathcal{E}_h$, let $z_0, z_1 \in \mathcal{N}_h$ with $E = \overline{z_0 z_1}$. We set $p_{E,0} = \psi_{z_0} |_E$ and $p_{E,1} = \psi_{z_1} |_E$. Furthermore, let $\{p_{E,i} : i = 0, \ldots, k\}$ be a basis of $\mathcal{P}^k(E)$. Then the edge basis functions $\psi_{E,i}$ for $i = 2, \ldots, k$, $E \in \mathcal{E}_h$ are given by

$$-\Delta \psi_{E,i} = 0 \quad \text{in } K \quad \text{for all } K \in \mathcal{K}_h,$$

$$\psi_{E,i} = \begin{cases} p_{E,i} & \text{on } E, \\ 0 & \text{on } \mathcal{E}_h \setminus \{E\}. \end{cases}$$

Last but not least, we have to incorporate the non-harmonic functions. Consequently, we define where

$$\psi_{E,i} = \begin{cases} p_{E,i} & \text{on } E, \\ 0 & \text{on } \mathcal{E}_h \setminus \{E\}. \end{cases}$$

The Galerkin approximation of (2) reads

Find $u_h \in V_h^k : b(u_h, v_h) = (f, v_h)_{L_2(\Omega)} + (g_N, v_h)_{L_2(\Gamma_N)} \quad \forall v_h \in V_h^k$. (4)
This formulation involves the single layer potential $V_K : H^{-1/2}(\partial K) \to H^{1/2}(\partial K)$ and the double layer potential $K_K : H^{1/2}(\partial K) \to H^{1/2}(\partial K)$, which are boundary integral operators. Thus, the task to find an approximation of the Neumann trace is reduced to a one-dimensional problem on the boundary $\partial K$. Furthermore, we have the representation formula

$$\psi(x) = \int_{\partial K} U^*(x, y) \gamma^K_1 \psi(y) \, ds_y - \int_{\partial K} \gamma^K_0 U^*(x, y) \psi(y) \, ds_y \quad \text{for } x \in K,$$

where $U^*(x, y) = -\frac{1}{2\pi} \ln(|x - y|)$. More details can be found in the literature on boundary integral equations and Boundary Element Methods, see, e.g., [12, 15].

Next, an approximation to the variational formulation (4) is given. Let $\bar{v}$ be a piecewise polynomial and discontinuous approximation of $v \in H^1_D(\Omega)$ over the mesh $K_h$, which is obtained by local averaging for example. As proposed in [22], the approximated discrete variational formulation is defined by

$$\text{Find } u_h \in V_h^k : \quad b_h(u_h, v_h) = (f, \bar{v}_h)_{L_2(\Omega)} + (g_N, v_h)_{L_2(\Gamma_N)} \quad \forall v_h \in V_h^k,$$

with

$$b_h(\psi, v) = \sum_{K \in K_h} a_K \left\{ (\bar{\gamma}^K_1 \bar{\psi}, \gamma^K_0 v)_{L_2(\partial K)} - (\Delta \psi, \bar{v})_{L_2(K)} \right\}, \quad \psi \in V_h^k, v \in H^1_D(\Omega),$$

where $\bar{\gamma}^K_1 \psi \in \mathcal{P}_{k-1}(\partial K)$ is the BEM approximation and $\bar{v}$ is the polynomial approximation of $v$ over each $K$. This form of the approximated bilinear form is especially suited for the a-posteriori error analysis since the second argument of $b_h(\cdot, \cdot)$ is only assumed to be in $H^1_D(\Omega)$. For the computational realization one might exploit the additional properties of $v_h \in V_h^k$ to treat the volume integral $(\Delta \psi, \bar{v}_h)_{L_2(K)}$, see [13, 20].

### 4 Residual based Error Estimate

In this section, the residual based error estimate is reviewed on polygonal meshes and the reliability as well as the efficiency are stated. This estimate bounds the error of the finite element computation in the energy norm, which is given by $\|v\|_{h,\omega}^2 = (a \nabla v, \nabla v)_{L_2(\omega)}$ over a subset $\omega \subset \Omega$. Due to the homogenous Dirichlet boundary data, $\|\cdot\|_{h,\Omega}$ is equivalent to $\|\cdot\|_{H^1(\Omega)}$ on $H^1_D(\Omega)$. The discrete jump of the approximation of the conormal derivatives over an internal edge $E \in E_{h,\Omega}$ is defined by

$$\left[ u_h \right]_{E,h} = a_K \bar{\gamma}^K_1 u_h + a_K \bar{\gamma}^K_{1'} u_h,$$

where $K, K' \in K_h$ are the adjacent elements of $E$ with $E \in E(K) \cap E(K')$.

**Theorem 1** (Reliability). Let $K_h$ be a regular mesh. Furthermore, let $u \in H^1_D(\Omega)$ and $u_h \in V^k_h$ be the solutions of (2) and (6), respectively. Then, it is

$$\|u - u_h\|_{h,\Omega} \leq c \left\{ \eta^2_R + \delta^2_R \right\}^{1/2} \quad \text{with } \eta^2_R = \sum_{K \in K_h} \eta^2_K \quad \text{and } \delta^2_R = \sum_{K \in K_h} \delta^2_K,$$

where the error indicators are defined by

$$\eta^2_K = h^2_K ||R_K||^2_{L_2(K)} + \sum_{E \in E(K)} h_E ||R_E||^2_{L_2(E)}, \quad \delta^2_K = ||a_K \bar{\gamma}^K_1 u_h - a_K \bar{\gamma}^K_{1'} u_h||^2_{L_2(\partial K)},$$

and $a_K$ is the polynomial approximation of the conormal derivatives over an internal edge $E \in E_{h,\Omega}$.
with the element residual
\[ R_K = f + a_K \Delta u_h \quad \text{for } K \in \mathcal{K}_h, \]
and the edge residual
\[ R_E = \begin{cases} 0 & \text{for } E \in \mathcal{E}_{h,D}, \\ g_N - a_K \gamma_1^K u_h & \text{for } E \in \mathcal{E}_{h,N} \text{ with } E \in \mathcal{E}(K), \\ -\frac{1}{2} \| u_h \|_{E,h} & \text{for } E \in \mathcal{E}_{h,\Omega}. \end{cases} \]

The constant \( c > 0 \) only depends on the regularity parameters \( \sigma_K, c_K, \) the approximation order \( k \) and on the diffusion coefficient \( a \).

The term \( \delta_K \) measures the approximation error in the Neumann traces of the basis functions of \( V_h^k \) coming from the Boundary Element Method. To state the efficiency, we introduce the neighbourhood \( \omega_K \) of an element \( K \in \mathcal{K}_h \). Let \( \omega_K \) be an open subset of \( \Omega \) such that
\[ \omega_K = \bigcup \{ x \in K' : E(K) \cap E(K') \neq \emptyset, K' \in \mathcal{K}_h \}. \]

**Theorem 2 (Efficiency).** Under the assumptions of Theorem 1, the following local bound is fulfilled
\[ \eta_K \leq c \left( \| u - u_h \|_{b,\omega_K}^2 + h_K^2 \| f - \tilde{f} \|_{L^2(\omega_K)}^2 + \sum_{E \in \mathcal{E}(K) \cap \mathcal{E}_{h,N}} h_E \| g_N - \tilde{g}_N \|_{L^2(E)}^2 \right) \]
\[ + \sum_{E \in \mathcal{E}(K)} \sum_{K' \subset \omega_E} h_E \| a_{K'} \gamma_1^{K'} u_h - a_{K'} \gamma_1^{K'} u_h \|_{L^2(E)}^2)^{1/2}, \]

where \( \tilde{f} \) and \( \tilde{g}_N \) are piecewise polynomial approximations of the data \( f \) and \( g_N \), respectively.

The terms involving the data approximation \( \| f - \tilde{f} \|_{L^2(\omega_K)} \) and \( \| g_N - \tilde{g}_N \|_{L^2(E)} \) are often called data oscillations. They are usually of higher order. Furthermore, the approximation of the Neumann traces by the Boundary Element Method appear in the right hand side. This term is related to \( \delta_K \).

5 **Numerical experiments**

For the numerical validation and verification, we consider the two test cases given in [4] for an adaptive Virtual Element Method (VEM). The boundary value problems are given on bounded polygonal domains \( \Omega \) as
\[ -\Delta u = f \quad \text{in } \Omega, \quad u = g_D \quad \text{on } \Gamma_D = \partial \Omega. \]

The Dirichlet data \( g_D \in C(\Gamma_D) \) is treated in the usual way by a discrete extension into the domain \( \Omega \) to obtain homogeneous data on \( \Gamma_D \). Therefore, problem (7) takes the form (1). In the following, (7) is approximated on a sequence of uniformly and adaptively refined meshes, where the initial meshes coincide with the ones in [4]. For the refinement itself we chose a different procedure than in [4], namely the algorithm from [13].

In the uniform refinement strategy each element of the mesh is split into two new elements to obtain the next finer mesh. This splitting process is performed as described below. For the adaptive BEM-based FEM, we proceed in a common strategy, which involves a loop over the following four steps:
The boundary value problem (1) is approximated by means of the BEM-based FEM on the current polygonal mesh using the approximation space $V^k_h$.

The residual based error estimator $\eta_R$ as well as the indicators $\eta_K$ discussed in Section 4 are computed over each element of the discretization $K_h$.

A minimal subset $M_h \subset K_h$ of all elements are marked according to Dörflers strategy [8] such that

$$\left( \sum_{K \in M_h} \eta_K^2 \right)^{1/2} \geq (1 - \theta) \eta_R,$$

where $0 \leq \theta < 1$ is a user defined parameter. To obtain a minimal set $M_h$, it is possible to sort the elements according to their indicators $\eta_K$ and mark those with the largest indicators. Instead of that, we implemented the marking algorithm given in [8] to achieve linear complexity. Furthermore, we choose $\theta = 0.5$ in the numerical experiments.

Each marked element is refined and we consequently obtain a new mesh for the next cycle in the loop. For the refinement of an element $K$, we bisect $K$ through its barycenter $\bar{x}$ orthogonal to its characteristic direction that is given as eigenvector to the largest eigenvalue of the matrix

$$M_{Cov} = \int_K (x - \bar{x})(x - \bar{x})^\top dx, \quad \bar{x} = \frac{1}{|K|} \int_K x \, dx.$$

For more details see [18, 19]. Furthermore, we check the regularity of the mesh and refine additional elements if the condition $h_K < c_K h_E$ for $E \in \mathcal{E}(K)$ is violated with a user defined parameter $c_K$.

The adaptive mesh refinement process is kept very local. Only the marked and degenerated elements are bisected during the refinement. It is not necessary to resolve hanging nodes and keep the mesh admissible as for example in the red-blue-green refinement procedure for triangular meshes, see [16]. This advantage is due to the polygonal meshes with very flexible elements. The local refinement character can be seen in the following test problems in the Figures 1 and 3.

To analyse the experiments, we compute the relative error in the energy norm over each mesh in the convergence process. In contrast to the Virtual Element Method, it is possible to evaluate the approximation $u_h$ inside of the elements by means of the representation formula (5). Therefore, we approximate $\|u - u_h\|_{b,\Omega}$ by Gaussian quadrature over a fine auxiliary triangulation of the domain that is aligned with the polygonal mesh. The mesh size $h_{\text{max}} = \max\{h_K : K \in K_h\}$ does not uniformly tend to zero on adaptively refined meshes. Thus, the relative errors $\|u - u_h\|_{b,\Omega}/\|u\|_{b,\Omega}$ are plotted with respect to the number of degrees of freedom (DoF) in logarithmic scale. Since $\text{DoF} = \mathcal{O}(h_{\text{max}}^{-2})$ for a sequence of uniformly refined meshes, we expect that the error in the energy norm behaves like $\mathcal{O}(\text{DoF}^{-k/2})$ for an optimal method with approximation order $k$.

### 5.1 Test case 1: singular solution

Let $\Omega = ((-1, 1) \times (-1, 1)) \setminus ([0, 1] \times [-1, 0])$ be a L-shaped domain and $f = 0$ in (7). The Dirichlet data $g_D$ is chosen such that

$$u(r \cos \varphi, r \sin \varphi) = r^{2/3} \sin \left( \frac{2}{3} \varphi \right), \quad x = (r \cos \varphi, r \sin \varphi) \in \mathbb{R}^2.$$
is the exact solution of (7), where \((r, \varphi)\) are polar coordinates. The initial mesh is visualized in Figure 1 (left). Furthermore, the adaptive refined meshes are given in this figure for the first order method with \(V_h^1\) and a relative error of approximately 0.02 as well as for the third order method with \(V_h^3\) and a relative error of approximately 0.002. In the right most picture a zoom of the mesh for \(V_h^3\) is visualized since the adaptive refinement only affect elements close to the reentrant corner of the domain, where the singularity of the solution is located. The presented meshes were achieved after 11 and 16 refinement steps.

In Figure 2, the convergence graphs are given for the first, second and third order method and for the uniform as well as the adaptive strategy. In all three cases the adaptive BEM-based FEM yields optimal rates of convergence, namely a slope of \(-k/2\) in the logarithmic plots. Since \(u \in H^{5/3}(\Omega)\) is not sufficient regular, the convergence on uniform meshes slows down. The theory predicts a behaviour of the error independent of the approximation order \(k\) like \(O(h_{\text{max}}^{2/3})\). This corresponds to \(O(\text{DoF}^{-1/3})\), which is recovered in the convergence graphs in Figure 2.

---

Figure 1: Test 1: initial mesh (left), adaptively refined mesh for \(k = 1\) and \(\|u - u_h\|_{b,\Omega}/\|u\|_{b,\Omega} \approx 0.02\) (middle), zoom of adaptively refined mesh for \(k = 3\) and \(\|u - u_h\|_{b,\Omega}/\|u\|_{b,\Omega} \approx 0.002\) (right).

Figure 2: Test 1: convergence of the relative energy error \(\|u - u_h\|_{b,\Omega}/\|u\|_{b,\Omega}\) with respect to the number of degrees of freedom for the approximation orders \(k = 1, 2, 3\) on uniformly and adaptively refined meshes.
5.2 Test case 2: strong internal layer

Let $\Omega = (0, 1)^2$, $g_D = 0$ and $f$ be chosen such that

$$u(x) = 16x_1(1 - x_1)x_2(1 - x_2) \arctan(25x_1 - 100x_2 + 50), \quad x = (x_1, x_2) \in \mathbb{R}^2$$

is the exact solution of (7). Since $u$ is arbitrary smooth, we expect optimal rates of convergence in the case of uniform mesh refinement in an asymptotic regime. Although the solution $u$ is smooth, it has a strong internal layer along the line $x_2 = 1/2 + x_1/4$. The initial mesh is visualized in Figure 3 (left). Furthermore, the first uniform refined mesh is given in the middle of Figure 3. Here, one recognizes that each polygonal cell is bisected in the refinement process. In the right most picture of Figure 3 the adaptively refined mesh for $V_h^1$ and a relative error of approximately 0.2 is presented. This mesh was achieved after 19 refinement steps. It is seen that the adaptive strategy refines along the internal layer of the exact solution.

In Figure 4 we give the convergence graphs for the first, second and third order method and for the uniform as well as the adaptive strategy. In all cases we recover the optimal convergence
rates which correspond to a slope of $-k/2$. But, for the uniform refinement, the internal layer has to be resolved sufficiently before the optimal rates are achieved. Since the adaptive strategy resolves the layer automatically, the adaptive BEM-based FEM is much more accurate for the same number of unknowns.

6 Conclusion

The numerical experiments have shown that polygonal meshes are appealing in adaptive FEM strategies. Their natural incorporation of hanging nodes allows very local mesh adaptations and facilitates the refinement process. The possibility to evaluate the approximation $u_h$ inside of the elements in the BEM-based FEM turned out to be a useful feature. Nevertheless, the developments in this area are very recent and need further investigations to exploit their full potential.
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